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Abstract—This paper is concerned with sampled-data leader-
following consensus of a group of agents with nonlinear char-
acteristic. A distributed consensus protocol with probabilistic
sampling in two sampling periods is proposed. First, a general
consensus criterion is derived for multiagent systems under a
directed graph. A number of results in several special cases with-
out transmittal delays or with the deterministic sampling are
obtained. Second, a dimension-reduced condition is obtained for
multiagent systems under an undirected graph. It is shown that
the leader-following consensus problem with stochastic sampling
can be transferred into a master–slave synchronization problem
with only one master system and two slave systems. The problem
solving is independent of the number of agents, which greatly
facilitates its application to large-scale networked agents. Third,
the network design issue is further addressed, demonstrating the
positive and active roles of the network structure in reaching con-
sensus. Finally, two examples are given to verify the theoretical
results.

Index Terms—Leader-following consensus, multiagent system,
sampled-data control, stochastic sampling.

I. INTRODUCTION

IN RECENT years, consensus of multiagent systems has
received considerable attention due to its wide applications

in cooperative control of unmanned air vehicles, formation
control in robotic systems, and distributed sensing in sen-
sor networks [1]–[3]. It is well known that consensus can
be reached via sufficient local information exchanges between
agents and their neighbors.
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There have been extensive studies on distributed control pro-
tocols for achieving consensus among a group of autonomous
agents [4]–[9]. Most of these studies utilize continuous
measurement signals for consensus protocol design [4]–[9].
However, in most real-world applications, continuous com-
munication is expensive, or even unavailable since there
are still some technical challenges in keeping reliable con-
tinuous communication network [10]. On the other hand,
communication channels are usually occupied in continuous
communication, the limited bandwidth of the communication
network, and power source cannot afford the communica-
tion burden. An energy-saving consensus protocol involving
discrete measurement signals is in great demand [11], [12].
Sampled-data control is regarded as one of effective con-
trol strategies with only discrete signals required [13]–[15].
With sampled position and/or velocity data, consensus was
investigated for multiagent systems with double-integrator
dynamic [16]–[21]. In [16]–[18], some necessary and suffi-
cient conditions for second-order consensus were established
in which exact algebraic expressions involving the sampling
interval and the eigenvalues of the Laplacian matrix associ-
ated with the network topology were given. The relationship
between the sampling interval and the network topology in
determining consensus was clearly shown. Note that the results
in [16]–[18] only hold for multiagent systems with second-
order linear dynamics. However, in practice, intelligent agents
are more likely to be governed by complicated intrinsic
nonlinear dynamics. Indeed, nonlinear dynamics are widely
studied in synchronization of complex networks [22]–[24].
In [25], nonlinear multiagent systems were employed into
the problem of sampled-data leader-following consensus with
random switching network topologies and communication
delays. The work in [26] discussed H∞ pinning synchro-
nization of leader-following nonlinear networks. The lead-
erless case was also investigated in [27] with a fixed net-
work topology. In [28], distributed impulsive control was
applied to leader-following heterogenous dynamic networks.
It should be pointed out the sampling scheme in the afore-
mentioned work belongs to the deterministic sampling, in
which the sampling interval is periodic or aperiodic with an
upper bound.

As the large sampling interval means signals are sampled
during a relative long time period, less energy is consumed.
Thus, such a sampling scheme with less signals sampled is
more efficient. Stochastic sampling, which allows the sam-
pling period to switch among different values, has received
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increasing attention. It was shown that larger sampling inter-
vals were derived in stabilizing a linear system [29], compared
with the deterministic sampling. The extension to synchro-
nization of coupled nonlinear systems was reported in [30].
Recently, stochastic sampling has been applied to networked
Euler–Lagrange systems [31] and networked linear multiagent
systems [32]. It is worth pointing out that results for networked
nonlinear systems are limited to Euler–Lagrange systems [31]
or leader-following consensus with only sampled leader’s sig-
nal. Continuous communication between follower agents was
still required in [30]. Moreover, the transmittal delays between
agents are neglected [16]–[21], [29]–[32]. Therefore, develop-
ing a practical consensus protocol with stochastic sampling
for networked nonlinear systems and further investigating the
effects of transmittal delays on consensus are one motivation
of this paper.

This paper aims at studying leader-following consensus
of networked nonlinear multiagent systems with stochastic
sampling. The transmittal delays between agents are con-
sidered. The fundamental problem on how to design the
stochastic sampling scheme involving two or more sampling
periods and their selection probabilities for consensus of a
group of nonlinear multiagent system is studied. It should
be pointed out that for a single linear system, the design of
the stochastic sampling scheme is not easy [29]. The sam-
pling parameters are often involved in a complex matrix
inequality and are not easy to be identified. It becomes
more challenging when networked systems are considered
due to the complicated interactions represented by a net-
work topology matrix. In such cases, sampling parameters
are not only related to the system dynamics, but also the
network topology. High-dimensional matrix inequalities are
derived to determine sampling parameters [25], [30], [32].
As the dimension of derived matrix inequalities depends on
the number of agents [25]–[27], [30], [32], the problem solv-
ing is not available when large-scale multiagent systems are
involved. Fortunately, some matrix decomposition and variable
substitution techniques have been proposed for linear multi-
agent systems with determined sampling [16]–[18], resulting
in low-dimensional algebraic criteria, explicitly showing the
relationship between the sampling period and the eigenval-
ues of the Laplacian matrix. As these techniques cannot be
directly extended to nonlinear systems, high-dimensional cri-
teria are still used in [25]–[27], [30], and [32], which led to
the investigation of nonlinear multiagent systems aiming at
deriving low-dimensional conditions and further exploring the
relationship between the sampling scheme and the network
parameters. On the other hand, the effect of network parame-
ters is not well explored in the aforementioned literature. They
mainly focus on how to design the sampling scheme with a
given network while how to design the network correspond-
ing to the sampling scheme is seldom mentioned, which is the
other motivation of this paper.

In this paper, we considers leader-following consensus of
nonlinear multiagent systems with stochastic sampling under
a directed graph. An efficient distributed consensus protocol
with stochastic sampling and transmittal delays is proposed.
The sampling data of agents and their neighbors at only

discrete-time instants is used and the pinning technique is
also involved for saving energy and lowering communication
cost. A general criterion is first derived to ensure leader-
following consensus in the mean-square sense. The effects
of transmittal delays and comparisons with the determinis-
tic sampling are discussed within several corollaries. Then,
a low-dimensional criterion for multiagent systems with an
undirected graph is obtained. Furthermore, the network design
problem is also addressed, demonstrating the positive and
active roles of the network structure in reaching consen-
sus. Finally, two examples are given to verify the theoretical
results.

A. Notations

‖·‖ stands for either the Euclidean vector norm or its
induced matrix two-norm. For symmetric matrices P and Q,
the notation P < Q means that the matrix P − Q is negative
definite. λmax(A) (λmin(A)) represents the maximum (mini-
mum) eigenvalue of the symmetric matrix A. In is the identity
matrix of order n. C([a, b],Rn] denotes the Banach space of
continuous vector-valued functions mapping the interval [a, b]
into R

n. “∗” denotes the entries implied by the symmetry of
a matrix.

II. PRELIMINARIES AND PROBLEM STATEMENT

In this section, some basic concepts about algebraic graph
theory are first introduced.

Let G = {V, E,W} be a directed weighted graph consisting
of a set of vertices V = {v1, v2, . . . , vN}, a set of directed
edges E ⊆ V×V , and a weighted adjacency matrix W = (wij)

with nonnegative entries. An edge eij is denoted by an ordered
pair of vertices (vj, vi), where vj and vi are called the parent
and child vertices, respectively, and eij ∈ E if and only if
wij > 0. A path from node vi to node vj is a sequence of edges
(vj, vi1), (vi1 , vi2), . . . , (vip , vi), with distinct nodes ik, k =
1, 2, . . . , p. The Laplacian matrix L = (lij)N×N associated with
an adjacency matrix W is defined as lii = ∑N

j=1,j �=i wij and
lij = −wij for i �= j.

A. Leader-Following Multiagent System

Consider a leader-following multiagent system with one
leader and N followers. The leader is described by

ẋ0(t) = Ax0(t) + Bf (x0(t)) (1)

where x0(t) ∈ R
n denotes the state of the leader; f (x0(t)) =

( f1(x0(t)), f2(x0(t)), . . . , fn(x0(t)))T is a nonlinear func-
tion, and A and B are constant matrices.

The dynamics of the follower agents are governed by

ẋi(t) = Axi(t) + Bf (xi(t)) + ui(t), i = 1, 2, . . . , N (2)

where xi(t) ∈ R
n denotes the state of the ith agent and ui(t)

is the controller to be designed.
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Fig. 1. Stochastic sampling framework for the multiagent system.

Assumption 1: The nonlinear function f (·) satisfies the
Lipschitz condition, i.e., there exist non-negative constants
hij (i, j = 1, 2, . . . , n) such that for any z1, z2 ∈ R

n

| fi(z1) − fi(z2)| ≤
n∑

j=1

hij
∣
∣z1j − z2j

∣
∣.

Assumption 2: There exists a path from the leader to every
follower agent.

B. Consensus Protocol With Stochastic Sampling

In this paper, an efficient consensus protocol is introduced
with sampled data. We assume that the sampling period is
allowed to randomly switch between two different values.
Such a sampling scheme is referred as stochastic sampling.
A basic stochastic sampling framework for the multiagent
system is illustrated in Fig. 1.

At the sampling instant tk, the state of agent i is sampled
and the next sampling instant tk+1 is generated according to
occurrence probabilities of these two sampling periods, which
is implemented by stochastic sampler. It is assumed that all
the agents are sampled synchronously. The transmittal delay
from the sensor to the controller is considered. Note that
packet dropouts and disorders may happen in the process of
information transmission. However, in order to simplify the
analysis, only the effect of transmittal delays is considered in
this paper. As transmittal delay varies from agent to agent, a
common buffer is employed to make all controllers operate
at the same time. Let τik, i = 0, 1, 2, . . . , N be the commu-
nication delay between the sensor i and the buffer. Thus, the
delay from the sensor i to the controller i can be defined as
τk = max{τik, i = 0, 1, 2, . . . , N}. The controller i updates
its input and sends its output to the actuator with zero-order
hold (ZOH). The function of ZOH is to keep the control
input constant from t = tk + τk to t = tk+1 + τk+1. Then,
a sample-based consensus protocol is designed as

ui(t) = −c
N∑

j=1

lijxj(tk) − cki(xi(tk) − x0(tk)) (3)

for t ∈ [tk + τk, tk+1 + τk+1), where 0 = t0 < t1 < · · · <

tk < . . . , limk→∞ tk = ∞, c is the coupling strength, and
ki ≥ 0, i = 1, 2, . . . , N, are pinning gains. Here, ki > 0 if and
only if the ith node is informed by the leader. The node i is
referred to as the pinned node or controlled node.

Remark 1: The controller (3) implies all the agents share the
same sampling sequence {t0, t1, t2, . . .}. If a periodic sampling

is employed, time synchronization scheme can be applied to
adjust sensors with synchronous sampling instant, which has
been studied in [3] and [34]. For a stochastic sampling in this
paper, asynchronous sampling may be more practical [11]. To
relax the condition of synchronous sampling, it is expected
some event-trigged scheme is introduced to ensure every agent
has its own update time, which will be considered in a near
future study.

Let d(t) = t − tk for t ∈ [tk + τk, tk+1 + τk+1). As tk =
t − (t − tk) = t − d(t), then the controller (3) can then be
written as

ui(t) = −c
N∑

j=1

lijxj(t − d(t))

− cki(xi(t − d(t)) − x0(t − d(t))) (4)

with τk ≤ d(t) < tk+1 − tk + τk+1.
The sampling period {tk+1 − tk} is allowed to ran-

domly switch between two different values p1 and p2 with
0 < p1 < p2. The probabilities are Prob{p = p1} = β and
Prob{p = p2} = 1 − β, where β ∈ [0, 1] is a given constant.
Therefore, the time delay d(t) in (4) satisfies

τk ≤ d(t) < p1 + τk+1

or

τk ≤ d(t) < p2 + τk+1.

Since the sampling period can switch between p1 and p2,
d(t) is a random variable ranging from τk to p2 + τk+1. The
probability of d(t) can be calculated by

Prob{τk ≤ d(t) < p1 + τk+1}
= β +

(

1 − p2 − p1

p2 + τk+1 − τk

)

(1 − β) (5)

Prob{p1 + τk+1 ≤ d(t) < p2 + τk+1}
= p2 − p1

p2 + τk+1 − τk
(1 − β). (6)

The probability distribution in (5) and (6) depends on trans-
mittal delays, which brings a big challenge for the stability
analysis. To simplify the analysis, it is assumed that trans-
mittal delays are uniform, that is, τk = τ for k = 0, 1, 2, . . .

Then (5) and (6) turn to

Prob{τ ≤ d(t) < p1 + τ } = β + (p1/p2)(1 − β)

Prob{p1 + τ ≤ d(t) < p2 + τ } = (1 − p1/p2)(1 − β).

By introducing a new random variable

α(t) =
{

1, τ ≤ d(t) < p1 + τ

0, p1 + τ ≤ d(t) < p2 + τ.

Accordingly, Prob{α(t) = 1} = α and Prob{α(t) = 0} =
1 − α with α = β + (p1/p2)(1 − β). α(t) satisfies a Bernoulli
distribution with E{α(t)} = α and E{(α(t)−α)2} = α(1 −α).
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Define the error signal ei(t) = xi(t) − x0(t). The con-
troller (4) can be converted into

ui(t) = −cα(t)

⎛

⎝
N∑

j=1

lijej(t − τ1(t)) + kiei(t − τ1(t))

⎞

⎠

− c(1 − α(t))

⎛

⎝
N∑

j=1

lijej(t − τ2(t)) + kiei(t − τ2(t))

⎞

⎠

(7)

where τ1(t) and τ2(t) are time-varying delays, satisfying τ ≤
τ1(t) < p1 + τ and p1 + τ ≤ τ2(t) < p2 + τ .

C. Error System

From (2) and (7), one has the error dynamics as

ėi(t) = Aei(t) + Bg(ei(t), s(t))

− cα(t)

⎛

⎝
N∑

j=1

lijej(t − τ1(t)) + kiei(t − τ1(t))

⎞

⎠

− c(1 − α(t))

⎛

⎝
N∑

j=1

lijej(t − τ2(t) + kiei(t − τ2(t))

⎞

⎠

(8)

where g(ei(t), s(t)) = f (ei(t) + s(t)) − f (s(t)).
Denote e(t) = (eT

1 (t), eT
2 (t), . . . , eT

N(t))T, e(t − τi(t)) =
(eT

1 (t − τi(t)), eT
2 (t − τi(t)), . . . , eT

N(t − τi(t)))T, i = 1, 2, and
g(e(t), s(t)) = (gT(e1(t), s(t)), . . . , gT(eN(t)), s(t))T. One has

ė(t) = (IN ⊗ A)e(t) + (IN ⊗ B)g(e(t), s(t))

− cα(t)((L + K) ⊗ In)e(t − τ1(t))

− c(1 − α(t))((L + K) ⊗ In)e(t − τ2(t)) (9)

where K = diag{k1, k2, . . . , kN}.
The initial condition of system (9) is defined by

e(θ) = ϕ(θ), − p2 − τ ≤ θ ≤ 0, i = 1, 2, . . . , N

where ϕ(θ) = (ϕT
1 (θ), ϕT

2 (θ), . . . , ϕT
N(θ))T and ϕi(θ) ∈

C([−p2 − τ, 0],Rn).
Definition 1: The multiagent system (2) is said to achieve

exponential consensus with the leader x0(t) in the mean square,
i.e., the error system (9) achieves exponential stability in the
mean square, if there exist two positive constants μ and ε such
that for any ϕi(θ) ∈ C([−p2 − τ, 0],Rn)

E

{
‖e(t)‖2

}
≤ μ sup

−p2−τ≤θ≤0
E

{
‖ϕ(θ)‖2

}
e−εt.

III. CONSENSUS CRITERIA

In this section, a general sufficient sampled-data consensus
condition is derived first. Then, several special cases are dis-
cussed and a low-dimensional criterion for multiagent systems
with an undirected graph is obtained. Finally, the design issue
of the pinning matrix and the coupling strength is addressed.

A. Consensus Under Directed Graph

Choose the Lyapunov–Krasovskii functional candidate as

V(t, et) = V1(t, et) + V2(t, et) + V3(t, et) (10)

where

V1(t, et) = eT(t)(IN ⊗ P)e(t)

V2(t, et) =
∫ t

t−τ

eT(s)(IN ⊗ Q1)e(s)ds

+
∫ t−τ

t−p1−τ

eT(s)(IN ⊗ Q2)e(s)ds

+
∫ t−p1−τ

t−p2−τ

eT(s)(IN ⊗ Q3)e(s)ds

V3(t, et) = τ

∫ 0

−τ

∫ t

t+ω

(

T(s)(IN ⊗ R1)
(s)

+ ρT(s)(IN ⊗ R1)ρ(s)
)
ds dω

+ p1

∫ −τ

−p1−τ

∫ t

t+ω

(

T(s)(IN ⊗ R2)
(s)

+ ρT(s)(IN ⊗ R2)ρ(s)
)
ds dω

+ (p2 − p1)

∫ −p1−τ

−p2−τ

∫ t

t+ω

(

T(s)(IN ⊗ R3)
(s)

+ ρT(s)(IN ⊗ R3)ρ(s)
)
ds dω

with et = e(t + θ), ∀ θ ∈ [−p2 − τ, 0], symmetric matrices
P > 0, Qi > 0, Ri > 0 (i = 1, 2, 3), and


(t) = (IN ⊗ A)e(t) + (IN ⊗ B)g(t, e(t))

− cα((L + K) ⊗ In)e(t − τ1(t))

− c(1 − α)((L + K) ⊗ In)e(t − τ2(t))

ρ(t) = c
√

α(1 − α)((L + K) ⊗ In)(e(t − τ1(t))

− e(t − τ2(t))).

We now state and establish the following theorem.
Theorem 1: Under Assumptions 1 and 2, the error system (9)

is exponentially mean-square stable if there exist matrices
P > 0, Qi > 0, and Ri > 0 (i = 1, 2, 3), a diagonal matrix
S > 0, and constants p1 > 0, p2 > 0, c > 0, and β ≥ 0
such that

�1 < 0 (11)

where �1 is given at the top of the next page with

�1
11 = IN ⊗ (

PA + ATP + Q1 + HSH − R1 + AT
�A

)

�1
17 = IN ⊗ (

PB + AT
�B

)

�1
22 = IN ⊗ (Q2 − Q1 − R1 − R2)

�1
33 = −2IN ⊗ R2 + c2α(L + K)T(L + K) ⊗ �

�1
37 = −cα(L + K)T ⊗ �B

�1
44 = IN ⊗ (Q3 − Q2 − R2 − R3)

�1
55 = −2IN ⊗ R3 + c2(1 − α)(L + K)T(L + K) ⊗ �

�1
57 = −c(1 − α)(L + K)T ⊗ �B

�1
66 = IN ⊗ (−Q3 − R3)

�1
77 = IN ⊗ (−S + BT

�B
)

� = τ 2R1 + p2
1R2 + (p2 − p1)

2R3

and H = (hij)n×n.
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�1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

�1
11 IN ⊗ R1 −cα(L + K) ⊗ (P + AT

�) 0 −c(1 − α)(L + K) ⊗ (P + AT
�) 0 �1

17∗ �1
22 IN ⊗ R2 0 0 0 0

∗ ∗ �1
33 IN ⊗ R2 0 0 �1

37∗ ∗ ∗ �1
44 IN ⊗ R3 0 0

∗ ∗ ∗ ∗ �1
55 IN ⊗ R3 �1

57∗ ∗ ∗ ∗ ∗ �1
66 0

∗ ∗ ∗ ∗ ∗ 0 �1
77

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

Proof: See Appendix.
Remark 2: The stochastic sampling, as a special type of

sampling processes, has received more attention in the area
of coupled dynamical networks in recent years. Compared
with [30], an energy-saving strategy combing with the pin-
ning technique and sampling communication between agents
is proposed in this paper. Although the same scheme is pre-
sented in [26], it restricts the study on deterministic sampling.
Both results presented in [26] and [30] cannot deal with the
case with stochastic sampling as discussed in this paper.

Furthermore, if β = 0 or β = 1, the stochastic sam-
pling problem is reduced to a deterministic sampling with a
sampling period p. Then, the error system becomes

ė(t) = (IN ⊗ A)e(t) + (IN ⊗ B)g(t, e(t))

− c((L + K) ⊗ In)e(t − τ1(t)) (12)

where τ < τ1(t) ≤ p + τ . The corresponding
Lyapunov–Krasovskii functional is chosen as

V(t, et) = eT(t)(IN ⊗ P)e(t) +
∫ t

t−τ

eT(s)(IN ⊗ Q1)e(s)

+
∫ t−τ

t−p−τ

eT(s)(IN ⊗ Q2)e(s)

+ τ

∫ 0

−τ

∫ t

t+ω

(

T(s)(IN ⊗ R1)
(s)

+ ρT(s)(IN ⊗ R1)ρ(s)
)
ds dω

+ p
∫ 0

−p

∫ t

t+ω

(

T(s)(IN ⊗ R2)
(s)

+ ρT(s)(IN ⊗ R2)ρ(s)
)
ds dω.

By Theorem 1, we have the following corollary.
Corollary 1: Under Assumptions 1 and 2, the error sys-

tem (12) is exponentially stable if there exist matrices P > 0,
Qi > 0, Ri > 0 (i = 1, 2), a diagonal matrix S > 0, and
constants p > 0 and c > 0 such that
⎛

⎜
⎜
⎜
⎜
⎝

�̄1
11 IN ⊗ R1 �̄1

13 0 �̄1
15∗ �̄1

22 IN ⊗ R2 0 0
∗ ∗ �̄1

33 IN ⊗ R2 �̄1
35∗ ∗ ∗ �̄1

44 0
∗ ∗ ∗ ∗ �̄1

55

⎞

⎟
⎟
⎟
⎟
⎠

< 0 (13)

where

�̄1
11 = IN ⊗

(
PA + ATP + Q1 + HSH − R1

+ τ 2ATR1A + p2ATR2A
)

�̄1
13 = −c(L + K) ⊗

(
P + τ 2ATR1 + p2ATR2

)

�̄1
15 = IN ⊗

(
PB + τ 2ATR1B + p2ATR2B

)

�̄1
22 = IN ⊗ (Q2 − Q1 − R1 − R2)

�̄1
33 = −2IN ⊗ R2 + c2(L + K)T(L + K) ⊗

(
τ 2R1 + p2R2

)

�̄1
35 = −c(L + K)T ⊗

(
τ 2R1 + p2R2

)
B

�̄1
44 = IN ⊗ (−Q2 − R2)

�̄1
55 = IN ⊗

(
−S + τ 2BTR1B + p2BTR2B

)
.

In the case that each agent can receive quick responses from
their neighbors and the leader. We assume that τk = 0. Then,
0 ≤ τ1(t) < p1 and p1 ≤ τ2(t) < p2. Theorem 1 implies the
following result.

Corollary 2: Under Assumptions 1 and 2, the error sys-
tem (9) is exponentially mean-square stable if there exist
matrices P > 0, Qi > 0, and Ri > 0 (i = 2, 3), a diago-
nal matrix S > 0, and constants p1 > 0, p2 > 0, c > 0, and
β ≥ 0 such that
⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

�̂1
11 �̂1

12 0 �̂1
14 0 �̂1

16
∗ �̂1

22 IN ⊗ R1 0 0 �̂1
26

∗ ∗ �̂1
33 IN ⊗ R2 0 0

∗ ∗ ∗ �̂1
44 IN ⊗ R2 �̂1

46
∗ ∗ ∗ ∗ �̂1

55 0
∗ ∗ ∗ ∗ ∗ �̂1

66

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

< 0

where

�̂1
11 = IN ⊗ (

PA + ATP + Q2 + HSH − R2 + AT
�A

)

�̂1
12 = −cα(L + K) ⊗ (

P + AT
�

) + IN ⊗ R2

�̂1
14 = −c(1 − α)(L + K) ⊗ (

P + AT
�

)

�̂1
16 = IN ⊗ (

PB + AT
�B

)

�̂1
22 = −2IN ⊗ R2 + c2α(L + K)T(L + K) ⊗ �

�̂1
26 − cα(L + K)T ⊗ �B

�̂1
33 = IN ⊗ (Q3 − Q2 − R2 − R1)

�̂1
44 = −2IN ⊗ R3 + c2(1 − α)(L + K)T(L + K) ⊗ �

�̂1
46 = −c(1 − α)(L + K)T ⊗ �B

�̂1
55 = IN ⊗ (−Q3 − R3)

�̂1
66 = IN ⊗ (−S + BT

�B
); � = p2

1R2 + (p2 − p1)
2R3.

Proof: Choose the Lyapunov–Krasovskii functional candi-
date (10) by setting τ = 0. Then, by Theorem 1, the conclusion
of Corollary 2 follows. This completes the proof. �
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If the transmittal delay can be neglected in a network of
multiagent systems with deterministic sampling, we have the
following corollary.

Corollary 3: Under Assumptions 1 and 2, the error sys-
tem (12) is exponentially stable if there exist matrices P > 0,
Q2 > 0, R2 > 0, a diagonal matrix S > 0, and constants
p > 0 and c > 0 such that

⎛

⎝
�̃1

11 �̃1
12 0 �̃1

14
∗ �̃1

22 IN ⊗ R2 �̃1
24

∗ ∗ −IN ⊗ (Q2 + R2) �̃1
44

⎞

⎠ < 0 (14)

where

�̃1
11 = IN ⊗

(
PA + ATP + Q2 + HSH − R2 + p2ATR2A

)

�̃1
12 = −c(L + K) ⊗

(
P + p2ATR2

)
+ IN ⊗ R2

�̃1
14 = IN ⊗

(
PB + p2ATR2B

)

�̃1
22 = −2IN ⊗ R2 + c2p2(L + K)T(L + K) ⊗ R2

�̃1
24 = −cp2(L + K)T ⊗ R2B

�̃1
44 = IN ⊗

(
−S + p2BTR2B

)
.

Remark 3: Compared Theorem 1 with Corollary 2, and
Corollary 1 with Corollary 4, results with delays are com-
plex. Usually, the time delay has a negative effect on stability.
In the case of stochastic sampling, it means smaller sampling
intervals are required, which is verified in Example 1.

Note that the dimension of the matrix �1 in Theorem 1
is 7Nn × 7Nn. When the network is large, it is not easy to
be verified. Some low-dimensional conditions are expected.
Next, we will show how to deal with the network configu-
ration matrix with the purpose of reducing the order of �1
and revealing the relationship between the sampling scheme
and the network parameters including a network topology L,
a pinning matrix K, and a coupling strength c.

B. Consensus Under Undirected Graph

Theorem 2: Under Assumptions 1 and 2, the error system (9)
under an undirected graph is exponentially mean square stable
if there exist matrices P > 0, Qj > 0, Rj > 0, ( j = 1, 2, 3), a
diagonal matrix S > 0, and constants p1 > 0, p2 > 0, c > 0,

and β ≥ 0 such that

�2(i) < 0 (15)

where �2(i) is described by
⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

�2
11 R1 �2

13(i) 0 �2
15(i) 0 �2

17∗ �2
22 R2 0 0 0 0

∗ ∗ �2
33(i) R2 0 0 �2

37(i)∗ ∗ ∗ �2
44 R3 0 0

∗ ∗ ∗ ∗ �2
55(i) R3 �2

57(i)∗ ∗ ∗ ∗ ∗ �2
66 0

∗ ∗ ∗ ∗ ∗ ∗ �2
77

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

�2
11 = PA + ATP + Q1 + HSH − R1 + AT

�A

�2
17 = PB + AT

�B

�2
22 = Q2 − Q1 − R1 − R2

�2
44 = Q3 − Q2 − R2 − R3

�2
66 = −Q3 − R3

�2
77 = −S + BT

�B

�2
13(i) = −cαλi

(
P + AT

�
)

�2
15(i) = −c(1 − α)λi ⊗ (

P + AT
�

)

�2
33(i) = −2R2 + c2αλ2

i �

�2
37(i) = −cαλi�B

�2
55(i) = −2R3 + c2(1 − α)λ2

i �

�2
57(i) = −c(1 − α)λi�B

� = τ 2R1 + p2
1R2 + (p2 − p1)

2R3

where λi (i = 1, 2, . . . , N) are the eigenvalues of L + K and
0 < λ1 ≤ · · · ≤ λN .

Proof: Based on [9], according to Assumption 2 all
eigenvalues of the matrix L + K are positive with 0 <

λ1 ≤ · · · ≤ λN . Then, there exists an orthogonal
matrix 
 = (φ1, φ2, . . . , φN) ∈ RN×N , such that 
T(L +
K)
 = diag{λ1, λ2, . . . , λN} and 
T(L + K)(L + K)
 =
diag{λ2

1, λ
2
2, . . . , λ

2
N}.

Pre- and post-multiply both sides of �1 with 
̂ =
diag{
T ⊗ In,


T ⊗ In,

T ⊗ In,


T ⊗ In,

T ⊗ In,


T ⊗ In} and
its transpose, respectively. Note that 
̂�1
̂

T < 0 is equivalent
to �2(i) < 0, i = 1, 2, . . . , N. This completes the proof. �

By taking the advantage of the network topology, Theorem 2
provides a low-dimensional condition, which is simpler and
easier to be verified. Moreover, effects of network topology L,
pinning matrix K, and coupling strength c on consensus are
shown. Some deep insights are addressed as follows.

Remark 4: By Theorem 2, the following sampled-data
leader-following consensus problem:

L : ẋ0(t) = Ax0(t) + Bf (x0(t))

F : ẋi(t) = Axi(t) + Bf (xi(t)) − c
N∑

j=1

lij
(
xj(tk) − xi(tk)

)

− cki(xi(tk) − x0(tk)), ∀ t ∈ [tk + τ, tk+1 + τ)

(16)

with a leader agent L and follower agents F can be recast into
N sampled-data master–slave synchronization of the following
systems:

M : ẋ0(t) = Ax0(t) + Bf (x0(t))

S : ẋi(t) = Axi(t) + Bf (xi(t))

− cλi(xi(tk) − x0(tk)), ∀ t ∈ [tk + τ, tk+1 + τ)

(17)

with the master system M and the slave system S . It is
obvious that systems in (17) are decoupled from the orig-
inal system (16). The eigenvalues λi (i = 1, 2, . . . , N) of
L + K identify the network structure and the pinning strategy.
The decoupled method results in reduced-order matrices in
Theorem 2, which are simple and easily applicable. Moreover,
the influence of the network structure and the pinning strat-
egy is shown via its eigenvalues. The effect of the coupling
strength is also presented.

Remark 5: It is pivotal to select proper sampling periods
and their occurrence probability to stabilize the error sys-
tem (9), as shown in [30]. According to Theorem 1, such
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sampling periods p1 and p2 and the occurrence probability β

can be obtained with a given network topology by solving (11).
However, the dimension of �1 is high and depends on the
number of agents. The difficulty of its solvability increases as
the number of agents increases. With the result of Theorem 2,
a dimension-reduced condition is provided with the dimen-
sion 7n × 7n. Although it includes N matrix inequalities,
we are able to solve the problem efficiently. Specially, for
a given network topology L and a pinning matrix K. Assume
cλi(L + K) ∈ [m1, m2], i = 1, 2, . . . , N. One can solve (15)
with MATLAB linear matrix inequality (LMI) Toolbox by
replacing cλi = m1 or cλi = m2. Then a possible set of
p1, p2, and β can be fixed. In this sense, the sampled-data
leader-following consensus problem (16) can be recast into
the following master–slave synchronization problem:

M : ẋ0(t) = Ax0(t) + Bf (x0(t))

S : ẋi(t) = Axi(t) + Bf (xi(t))

− mi(xi(tk) − x0(tk)), ∀ t ∈ [tk + τ, tk+1 + τ)

(18)

where i = 1, 2. It is shown that to stabilize the network of
agents, one can effectively choose p1, p2, and β to stabilize
the system (18) with only two independent followers involved.

IV. NETWORK DESIGN

Theorems 1 and 2 emphasize the active role of the sampling
scheme. However, the contribution of network topology and
pinning strategy to consensus is unclear. We are now in a
position to discuss the positive effect of network topology and
pinning strategy on consensus.

Theorem 3: Under Assumptions 1 and 2, for given p1, p2,
and β if there exist constants m2 ≥ m1 > 0, for any m ∈
[m1, m2], there exist matrices P > 0, Qi > 0, Ri > 0, (i =
1, 2, 3), and a diagonal matrix S > 0 such that

�3 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

�3
11 R1 �3

13 0 �3
15 0 �3

17∗ �3
22 R2 0 0 0 0

∗ ∗ �3
33 R2 0 0 �3

37∗ ∗ ∗ �3
44 R3 0 0

∗ ∗ ∗ ∗ �3
55 R3 �3

57∗ ∗ ∗ ∗ ∗ �3
66 0

∗ ∗ ∗ ∗ ∗ ∗ �3
77

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

< 0

�3
11 = PA + ATP + Q1 + HSH − R1 + AT

�A

�3
13 = −αm

(
P + AT

�
)

�3
15 = −(1 − α)m ⊗ (

P + AT
�

)

�3
17 = PB + AT

�B

�3
22 = Q2 − Q1 − R1 − R2

�3
33 = −2R2 + αm2

�

�3
37 = −αm�B

�3
44 = Q3 − Q2 − R2 − R3

�3
55 = −2R3 + (1 − α)m2

�

�3
57 = −(1 − α)m�B

�3
66 = −Q3 − R3

�3
77 = −S + BT

�B

� = τ 2R1 + p2
1R2 + (p2 − p1)

2R3.

Then, the error system (9) under an undirected graph achieves
exponential mean-square stability if the pinning matrix K and
the coupling strength c satisfy

λmin(L + K)

λmax(L + K)
≥ m1

m2
(19)

and

m1

λmin(L + K)
≤ c ≤ m2

λmax(L + K)
. (20)

Proof: From (19), there exist coupling strengths c satis-
fying (20). Since cλmin(L + K) ≤ cλi ≤ cλmax(L + K) (λi

is defined in Theorem 2), according to (20), it is easy to
obtain that

m1 ≤ cλi ≤ m2.

Therefore, for any cλi, i = 1, 2, . . . , N, �3 < 0 holds. Then
by Theorem 2, the conclusion of Theorem 3 follows. This
completes the proof.

Remark 6: By [33, Lemma 4] and with the fact that
(1 − ρ)m2

1 + ρm2
2 ≥ [(1 − ρ)m1 + ρm2]2, ∀ ρ ∈ [0, 1].

�3 < 0 holds for m = m1 and m = m2 is sufficient to
ensure �3 < 0 holds for m ∈ [m1, m2]. It is easy to get the
lower bound m1 and the upper bound m2 of m by appropriate
algorithms.

Remark 7: Theorem 3 deals with the problem of how to
design network parameters to stabilize the multiagent systems
for a given sampling scheme. Indeed, based on Theorem 3,
the sampled-data leader-following consensus problem (16)
is equivalent to the following master–slave synchronization
problem:

M : ẋ0(t) = Ax0(t) + Bf (x0(t))

S : ẋ1(t) = Ax1(t) + Bf (x1(t))

− m(x1(tk) − x0(tk)), ∀ t ∈ [tk + τ, tk+1 + τ).

(21)

The feedback gain m is to be determined. The allowable range
of m is needed for the network design. It is shown that even if
a system cannot be stabilized under a given p1, p2, and β, one
can effectively design the communication network to facilitate
the synchronous process.

In the case of τ = 0, we have the following corollary.
Corollary 4: Under Assumptions 1 and 2, for given p1, p2,

and β if there exist constants m2 ≥ m1 > 0, for any m ∈
[m1, m2], there exist matrices P > 0, Qi > 0, Ri > 0, (i =
2, 3), and a diagonal matrix S > 0 such that

�̂3 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

�̂3
11 �̂3

12 0 �̂3
14 0 �̂3

16
∗ �̂3

22 R2 0 0 �̂3
26

∗ ∗ �̂3
33 R3 0 0

∗ ∗ ∗ �̂3
44 R3 �̂3

46∗ ∗ ∗ ∗ −Q3 − R3 0
∗ ∗ ∗ ∗ ∗ �̂3

66

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

< 0

(22)
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where

�̂3
11 = PA + ATP + Q2 + HSH − R2 + AT

�A

�̂3
12 = −αm

(
P + AT

�
) + R2

�̂3
14 = −(1 − α)m

(
P + AT

�
)

�̂3
16 = PB + AT

�B

�̂3
22 = −2R2 + αm2

�

�̂3
26 = −αm�B

�̂3
33 = Q3 − Q2 − R2 − R3

�̂3
44 = −2R3 + (1 − α)m2

�

�̂3
46 = −(1 − α)m�B

�̂3
66 = −S + BT

�B

� = p2
1R2 + (p2 − p1)

2R3.

Then, the error system (9) under an undirected graph achieves
exponential mean-square stability if the pinning matrix K and
the coupling strength c satisfy (19) and (20).

Remark 8: It is worth mentioning that the dimensions of
the LMIs in Theorem 3 and Corollary 4 are independent of
the scale of the network. In fact, master–salve synchroniza-
tion (21) is ensured if �3 < 0 holds. In this sense, we have
successfully reduce the problem of leader-following consensus
with one leader and N followers into master–slave synchro-
nization between a master system and a slave one, which
strongly facilitates the solvability for large-scale networked
agents. Moreover, the guidance of how to choose the controlled
agents and to design the coupling strength is provided, enhanc-
ing potential applications. Its effectiveness will be illustrated
by Example 2.

V. NUMERICAL SIMULATIONS

In order to show the effectiveness of the derived results, we
consider the following cellular neural network as the leader:

ẋ0(t) = Ax0(t) + Bf (t, x0(t)) (23)

where x0(t) = (x01(t), x02(t), x03(t))T and f (x0(t)) =
(q(x01(t)), q(x02(t)), q(x03(t)))T with q(x0i(t)) =
(1/2)(|x0i(t) + 1| − |x0i(t) − 1|), i = 1, 2, 3

A =
⎛

⎝
−1 0 0
0 −1 0
0 0 −1

⎞

⎠, B =
⎛

⎝
1.25 −3.2 −3.2
−3.2 1.1 −4.4
−3.2 4.4 1.0

⎞

⎠.

Fig. 2 shows the trajectory of the leader with initial values
x01(0) = 0.1, x02(0) = 0.2, and x03(0) = −0.1.

Example 1: Application to multiagent systems with an
asymmetric network.

Consider a group of multiagent systems consisting four
followers. The Laplacian matrix is

L =

⎛

⎜
⎜
⎝

1 0 −1 0
−1 1 0 0
−1 −1 2 0
−1 0 −1 2

⎞

⎟
⎟
⎠.

The dynamics of every follower satisfies (23) but with
different initial conditions.

Fig. 2. Trajectory of the leader.

Fig. 3. Time evolutions of state variables of four followers and the leader
without control.

Fig. 4. Time evolution of e(t) without control.

The average error between the followers and the leader is
defined by

e(t) = 1

4 × 3

4∑

i=1

3∑

j=1

(
xij(t) − x0j(t)

)2
. (24)

Figs. 3 and 4 show that the leader-follower consensus can-
not be achieved without the controller. In order to reach an
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Fig. 5. Time evolutions of state variables of four followers and the leader
with control in Example 1.

Fig. 6. Time evolution of e(t) with control in Example 1.

agreement, sampled-data control as in (3) is adopted. Set
c = 5, k1 = 3, k2 = 2, k3 = 0, and k4 = 0, only agents 1
and 2 are pinned. Choose p1 = 0.01, p2 = 0.05, and β = 0.8.
According to Theorem 1, solving (11) using MATLAB LMI
Toolbox yields tmin = −1.2753 × 10−6 and the maximal
allowable delay is τ = 0.016.

Thus, one can conclude that leader-follower consensus in
the mean square is achieved. Fig. 5 gives the simulation result
for the state variables and time evolution of the error signal
e(t) is depicted in Fig. 6.

We compare the stochastic sampling with the determinis-
tic sampling. By Corollary 1, the maximal sampling period
is 0.018. With stochastic sampling, the larger sampling period
0.05 is allowed. We also compare the results with and without
the transmittal delay. Without the transmittal delay, the maxi-
mal value of p2 is 0.098 according to Corollary 2, comparing
with p2 = 0.05 in the case of τ = 0.016 in Theorem 1. If
the deterministic sampling is considered, the maximal sam-
pling period without the transmittal delay is 0.034 according
to Corollary 3, while with the transmittal delay, the value is
0.018 by Corollary 1. It is shown that with stochastic sampling,
the allowable sampling period has a larger value, compared
with the deterministic sampling. The transmittal delay has a
negative effect on the selection of the sampling period.

Fig. 7. Time evolutions of state variables of 100 followers and the leader
with control in Example 2.

Fig. 8. Time evolution of e(t) with control in Example 2.

Example 2: Application to multiagent systems with a
symmetric network.

Now we choose a regular nearest neighbor network with
100 nodes, whose Laplacian matrix is described by

L =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

4 − 1 − 1 0 · · · 0 − 1 − 1
−1 4 − 1 − 1 0 · · · 0 − 1
...

...
...

...
...

...
...

...

−1 0 · · · 0 − 1 − 1 4 − 1
−1 − 1 0 · · · 0 − 1 − 1 4

⎞

⎟
⎟
⎟
⎟
⎟
⎠

100×100

.

If Theorem 1 is applied, it will bring a big challenge to
solve (11) as there are 100 agents.

Set p1 = 0.01, p2 = 0.05, β = 0.8, and τ = 0. According
to Corollary 4, it is easy to get the lower bound m1 = 5.553
and the upper bound m2 = 57.792. Then by (19), one has
(λmin(L + K)/λmax(L + K)) ≥ (m1/m2) = 0.0961. Choose
40% of the agents as the pinning nodes, such as nodes (i −
1)10 + 1, (i − 1)10 + 4, (i − 1)10 + 6, (i − 1)10 + 9, i =
1, 2, . . . , 9, and set the corresponding pinning gains as ki = 10.
By simple calculation, one has that λmin(L+K) = 1.4792 and
λmax(L + K) = 15.3246. The eigenratio is 0.0965. (19) is
satisfied. Based on (19), one has that 3.7541 ≤ c ≤ 3.7712.
Set c = 3.77. We give the simulation results of state variables
and the error signal e(t) in Figs. 7 and 8, from which one can
see that an agreement is reached from the leader with the 100
followers.
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VI. CONCLUSION

The leader-following consensus problem of a class of
nonlinear multiagent systems with probabilistic sampling is
investigated. By utilizing an input-delay approach, the error
system with sampled data is transformed into a continuous
time-delay system with stochastic delays and its exponential
mean-square stability is studied. A general consensus criterion
is first derived for multiagent systems under a directed graph.
Then, several special cases without transmittal delays or with
the deterministic sampling are discussed. By taking the advan-
tage of the symmetric network, a dimension-reduced condition
is obtained for the case with undirected graphs. Furthermore,
the network design problem is solved. The derived results con-
firm the positive role of the network in reaching consensus and
provide an easy-verified criterion, facilitating its application in
engineering. Possible application for these criteria in forma-
tion control of vertical taking-off and landing aircrafts will be
explored.

APPENDIX

PROOF OF THEOREM 1

The infinitesimal operator L of V(t, et) is defined as

LV(t, et) � lim
�→0+

E{V(t + �, et+�)|et} − V(t, et)

�
.

From (9) and (10), one has

LV(t, e(t)) = 2eT(t)(IN ⊗ P)
(t) + eT(t)(IN ⊗ Q1)e(t)

− eT(t − τ )(IN ⊗ (Q1 − Q2))e(t − τ )

− eT(t − p1 − τ )(IN ⊗ (Q2 − Q3))e(t − p1 − τ)

− eT(t − p2 − τ )(IN ⊗ Q3)e(t − p2 − τ)

+ 
T(t)(IN ⊗ �)
(t) + ρT(t)(IN ⊗ �)ρ(t)

− τ

∫ t

t−τ

(

T(s)(IN ⊗ R1)
(s)

+ ρT(s)(IN ⊗ R1)ρ(s)
)

ds

− p1

∫ t−τ

t−p1−τ

(

T(s)(IN ⊗ R2)
(s)

+ ρT(s)(IN ⊗ R2)ρ(s)
)

ds

− (p2 − p1)

∫ t−p1−τ

t−p2−τ

(

T(s)(IN ⊗ R3)
(s)

+ ρT(s)(IN ⊗ R3)ρ(s)
)

ds.

(25)

By simple calculation, it is easy to obtain that

−τE

{∫ t

t−τ

(

T(s)(IN ⊗ R1)
(s)

+ ρT(s)(IN ⊗ R1)ρ(s)
)
ds

}

= −τE

{∫ t

t−τ

ėT(s)(IN ⊗ R1)ė(s)ds

}

≤ −E

{(∫ t

t−τ

ė(s)ds

)T

(IN ⊗ R1)

(∫ t

t−τ

ė(s)ds

)}

= E

{
(
eT(t), eT(t − τ)

)
�1

(
e(t)

e(t − τ)

)}

(26)

− p1E

{∫ t−τ

t−p1−τ


T(s)(IN ⊗ R2)
(s)

+ ρT(s)(IN ⊗ R2)ρ(s)ds

}

= −p1E

{∫ t−τ

t−p1−τ

ėT(s)(IN ⊗ R2)ė(s)ds

}

. (27)

Using Jensen’s inequality, one gets

−p1E

{∫ t−τ

t−p1−τ

ėT(s)(IN ⊗ R2)ė(s)ds

}

≤ E

{

−(t − τ − (t − τ1(t)))

×
∫ t−τ

t−τ1(t))
ėT(s)(IN ⊗ R2)ė(s)ds

− ((t − τ1(t)) − (t − p1 − τ))

×
∫ t−τ1(t)

t−p1−τ

ėT(s)(IN ⊗ R2)ė(s)ds

}

≤ −E

{∫ t−τ

t−τ1(t)
ėT(t)ds

}

(IN ⊗ R2)E

{∫ t−τ

t−τ1(t)
ė(s)ds

}

− E

{∫ t−τ1(t)

t−p1−τ

ėT(t)ds

}

(IN ⊗ R2)E

{∫ t−τ1(t)

t−p1−τ

ė(s)ds

}

= E

{
(
eT(t − τ), eT(t − τ1(t))

)
�2

(
e(t − τ)

e(t − τ1(t))

)}

+ E

{
(
eT(t − τ1(t)), eT(t − p1 − τ)

)

× �2

(
e(t − τ1(t))

e(t − p1 − τ)

)}

. (28)

Similarly, one has

−(p2 − p1) E

{∫ t−p1−τ

t−p2−τ

(

T(s)(IN ⊗ R3)
(s)

+ ρT(s)(IN ⊗ R3)ρ(s)
)
ds

}

≤ E

{
(
eT(t − p1 − τ), eT(t − τ2(t))

)
�3

(
e(t − p1 − τ)

e(t − τ2(t))

)}

+ E

{
(
eT(t − τ2(t)), eT(t − p2 − τ)

)
�3

(
e(t − τ2(t))

e(t − p2 − τ)

)}

(29)

where

�i =
(−IN ⊗ Ri IN ⊗ Ri

IN ⊗ Ri −IN ⊗ Ri

)

i = 1, 2, 3. By Assumption 1, for a diagonal matrix S > 0,
we have

eT(t)(IN ⊗ HSH)e(t) − gT(e(t))(IN ⊗ S)g(e(t)) ≥ 0 (30)

where H = (hij)n×n.
Let ξ(t) = (eT(t), eT(t − τ), eT(t − τ1(t)), eT(t − p1 −

τ), eT(t−τ2(t)), eT(t−p2−τ), and gT(e(t)))T. Taking expecta-
tion on both sides of (25) and substituting (27)–(30) into (25)
yield

E{LV(t, et)} ≤ E
{
ξT(t)�1ξ(t)

}
. (31)
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In view of (11), one has

E{LV(t, et)} ≤ −λE
{
‖e(t)‖2

}

where λ = −λmin(−�1). We supplement the states xj(θ) on
[−2p2−2τ,−p2−τ ] as xj(θ) = xj(0), −2p2−2τ ≤ θ ≤ −p2−
τ, j = 0, 1, 2, . . . , N. By Lemma 1 in [30], the exponential
mean-square stability of the error system (9) is guaranteed.
This completes the proof.
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